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1. INTRODUCTION 

1.1 Scope 
This document defines the requirements on the SPIRE instrument for detection, isolation and recovery from hardware 
and software failures of the instrument based on the policy described in AD03. The failures to be dealt with are 
described in AD01 and AD02. 
 
These requirements will lead to requirements on the OBS autonomy function to detect and isolate the failure and 
provide a mechanism for recovery from it. The implementation of the recovery procedures will  be made in the OBS 
itself and/or in recovery procedures defined for the CDMS. 
 
In this  document FDIR actions are described in flowchart form. Actions carried out by the OBS in internal code are 
labelled ‘OBS’ and those carried out by the Autonomy Virtual Machine are labelled ‘VM’. Actions carried out by the 
CDMS are labelled ‘S/C’. 

1.2 Assumptions 
1. ‘Inhibit TC Execution’ implies that the instrument will no longer execute any telecommands received. It will, 

however, respond with a telecommand reception acknowledgement. This is to stop any newly received TC 
restarting a VM or sending a command to a subsystem while the recovery is in progress. 

2. ‘Inhibit Subsystem Commands’ implies that all telecommands received by the OBS which would generate 
commands to a subsystem are inhibited. The OBS is still able to send commands to the subsystem as part of 
the recovery procedure. 

3. The FDIR is suspended on the first instance of an anomaly being detected. I.e. the Autonomy Virtual Machine 
cannot be interrupted by another error. 

1.3 Structure of Document 
The failures themselves can be split into two types: those detected by the instrument OBS and handled by it (possibly 
with help by the S/C CDMS) – these are described in Section2 (subsystem failures), Section 3 (interface failures),  and 
Section 4 (OBS runtime errors); and those detected by the S/C CDMS and dealt with by it –  these are described in 
section 5. 
 
Section 6 contains those general purpose procedures called during some of the recovery actions described in previous 
sections 

1.4 Documents 

1.4.1 Applicable Documents 

 
AD01 Hardware Software Interaction Analysis for SPIRE in-flight Autonomy Functions 

Specification (SPIRE-RAL-NOT-001719), Issue 1.1, 3rd December 2003  
AD02 System Operation and FDIR Requirements (H-P-1-ASP-SP-0209), October 2003 

Appendix 1: 1553 Bus FDIR 
AD03 Failure Detection Isolation and Recovery Policy in the SPIRE Instrument (S{PIRE-RAL-

PRJ-001128) 

1.4.2 Reference Documents 
 
  
  



 
 
 
 
 

 
 

Ref: SPIRE-RAL-PRJ-
001978 

Issue: Issue 1.0 
Date: 13th July 2004  
Page: 7 of 36 

Project Document 

 
SPIRE Failure Detection Isolation 

and Recovery 

 
 

2. SUBSYSTEM FAILURES 
Failures within the subsystems of the instrument (both DPU and DRCU) may be identified by monitoring housekeeping 
parameters generated by the subsystem. Each housekeeping parameter being monitored is checked against a set of soft 
and hard limits. The parameter has to remain out of limits for a set number (SoftMax or HardMax) of readings before 
an anomaly is declared. A the soft limit monitoring is disabled once reported, to prevent multiple event packets being 
generated from a ’noisy’ signal. It is expected that it  will be re -enabled at the start of each observation, or other suitable 
time period. 
 
SoftMax and HardMax are set to zero on initialisation of the parameter monitoring system 
 

Paramemter
Out of Hard

Limits?

Yes

OBS: Increment HardCount

No

Exit

OBS: HardCount = 0

HSK Check
Check for all housekeeping parameters being monitored

HardCount =
HardMax?

Yes
SPIRE Action:

Subsystem Failure

No

Paramemter
Out of Soft

Limits?

Yes

OBS: Increment SoftCount

No

OBS: SoftCount = 0 SoftCount =
SoftMax?

Yes

No

Exit

OBS: Issue TM(5,1), EventID = 0x05101
'Hsk Soft Limit' Event Report

OBS: Disable Soft Limit Monitoring for
this parameter
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2.1 DPU Power  
 

VM: Issue TM(5,1), EventID = 0x5100
'Power Failure' Event Report

VM: Inhibit TC Execution

VM: Stop all other VMs

VM: Switch DRCU to SAFE

VM: Inhibit DRCU Commands

VM: Enable TC Execution

Exit

VM:  Issue TM(5,2), EventID = 0xC010
'DPU Anomaly' Exception Report

S/C Action:
DPU Anomaly

Subsystem Failure: DPU Power Failure
A voltage indicator in the DPU is out of Hard limits

State Transition: Any Mode -> OFF

 



 
 
 
 
 

 
 

Ref: SPIRE-RAL-PRJ-
001978 

Issue: Issue 1.0 
Date: 13th July 2004  
Page: 9 of 36 

Project Document 

 
SPIRE Failure Detection Isolation 

and Recovery 

 

2.2 DRCU Power  
 

VM: Issue TM(5,1), EventID = 0x5100
'Power Failure' Event Report

VM: Inhibit TC Execution

VM: Stop all other VMs

VM: Switch DRCU to SAFE

VM: Inhibit DRCU Commands

VM: Enable TC Execution

Subsystem Failure: DRCU Power Failure
A voltage indicator in the DRCU is out of Hard limits

State Transition: Any Mode -> SAFE

Exit

VM:  Issue TM(5,2), EventID = 0xC000 DRCU Anomaly'
Exception Report

S/C Action:
DRCU Anomaly
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2.3 DRCU Board Temperatures 

VM: Issue TM(5,1), EventID = 0x5110
'BTemp Failure' Event Report

VM: Inhibit TC execution

VM: Stop all other VMs

VM: Switch DRCU to SAFE

VM: Inhibit DRCU Commands

VM: Enable TC Execution

Subsystem Failure: DRCU Temperature
Anomaly

A temperature indicator in the DRCU is out of Hard limits

Exit

VM:  Issue TM(5,2), EventID = 0xC000
'DRCU Anomaly' Exception Report

S/C Action:
DRCU Anomaly

CsuTemp, TsuTemp,
PsuTemp1 or PsuTemp2

Failure

MACTemp, SMECTemp,
BSMTEmp

Failure

VM: Issue TM(5,1), EventID = 0x5110
'BTemp Failure' Event Report

VM: Inhibit MCU Commands

VM: Switch off MCU

Exit

DAQ_IF_TEMP, BIAS_TEMP
Failure

VM: Issue TM(5,1), EventID = 0x5110
'BTemp Failure' Event Report

VM: Inhibit DCU Commands

VM: Switch off DCU

Exit

LIA_Bxx_TEMP
Failure

VM: Issue TM(5,1), EventID = 0x5110
'BTemp Failure' Event Report

VM : Inhibit Switch on of LIA with
anomaly

VM: Switch off LIA Board with anomaly

Exit
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2.4 DC Thermistors 

Subsystem Failure:
SCU DC  Temperature Anomaly

A DC temperature indicator in the SCU is out of Hard limits

in CREC
Mode?

Yes

VM: Inhibit Cooler commands

VM:  Stop VM

VM:   Set Cooler to SAFE configurationNo

Exit

VM: Issue TM(5,1), EventID = 0x5120
'Therm Failure' Event Report

VM: Inhibit Switch on of OOL Thermistor

VM: Switch off OOL Thermistor

Exit

SOBTEMP, SL0TEMP,
PL0TEMP, OPTTEMP, BAFTEMP,

BMSIFTEMP, SMECIFTEMP,
SMECTEMP, BSMTEMP

Failure

VM: Issue TM(5,1), EventID = 0x5120
'Therm Failure' Event Report

VM: Inhibit Switch on of OOL Thermistor

VM: Switch off OOL Thermistor

VM: Stop VM2

VM: Switch off SCAL

VM: Inhibit SCAL commands

Exit

SCAL2TEMP, SCAL4TEMP,
SCALTEMP

Failure

PUMPHTRTEMP, PUMPHSTEMP,
EVAPTEMP, SHUNTTEMP

Failure

VM: Issue TM(5,1), EventID = 0x5120
'Therm Failure' Event Report

VM: Inhibit Switch on of OOL Thermistor

VM: Switch off OOL Thermistor
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2.5 AC Thermistor 

Subsystem Failure: SubKTemp Anomaly

The SubK Temperature is out of Hard limits

VM: Inhibit SubKTemp Thermistor commands

VM:  Issue TM(5,1), EventID = 0x5120
'Therm Failure' Event Report

VM: Switch off SubKTemp Thermistor

Exit
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2.6  Heaters 

Subsystem Failure: SCU Heater Failure

An SCU Heater current is out of Hard limits

VM: Issue TM(5,1), EventID = 0x5130
'Heater Failure' Event Report

VM: Inhibit commands to OOL heater

VM: Stop VM1

VM: Switch off OOL Heater

Exit

TCHTRV
Failure

in CREC
Mode?

Yes

VM: Inhibit Cooler commands

VM: Stop VM

VM:  Set Cooler to safe
configuration

No

Exit

EVHSV, SPHTRV, SPHTRV
Failure

VM: Issue TM(5,1), EventID = 0x5130
'Heater Failure' Event Report

VM: Inhibit commands to OOL Heater

VM: Switch off OOL Heater

 
  



 
 
 
 
 

 
 

Ref: SPIRE-RAL-PRJ-
001978 

Issue: Issue 1.0 
Date: 13th July 2004  
Page: 14 of 36 

Project Document 

 
SPIRE Failure Detection Isolation 

and Recovery 

 

2.7 Calibrators 

Subsystem Failure: Calibrator Failure

A Calibrator current is out of Hard limits

VM: Issue TM(5,1), EventID = 0x5130
'Heater Failure' Event Report

VM: Inhibit commands to PCAL

VM: Switch off PCAL

Exit

PCALV
Failure

VM: Issue TM(5,1), EventID = 0x5130
'Heater Failure' Event Report

VM: Inhibit commands to SCAL

VM: Stop VM2

VM: Switch off SCAL heaters

Exit

SCAL4V, SCAL2V
Failure
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2.8 SMEC 

VM:  Issue TM(5,1), EventID = 0x5140
'MCU Fatal Error' Event Report

VM: Inhibit SMEC commands

VM: Switch off SMEC

Subsystem Failure: SMEC Failure

The SMEC Status bit 15 indicates an error in the SMEC subsystem

Exit
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2.9 BSM 

VM:  Issue TM(5,1), EventID = 0x5140
'MCU Fatal Error' Event Report

VM: Inhibit BSM commands

VM: Switch off BSM

Subsystem Failure: BSM Failure

The BSM Status word indicates an error in the BSM subsystem

Exit
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2.10 MCU DSP 

VM:  Issue TM(5,1), EventID = 0x5150
'Config Error' Event Report

VM: Inhibit MCU commands

VM: Switch off MCU

Subsystem Failure: MCU Boot Failure

The Boot status register indicates an error in the MCU boot up sequence

Exit
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2.11 DCU 
No specific DCU monitoring has been identified 
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3. DRCU INTERFACES 
Subsystems are commanded and monitored through data passing through the interfaces with the DRCU.  These 
interfaces have to be checked to be operating correctly before correct operation of the instrument can be expected. 
 
The DRCU contains three units; the DCU, MCU and SCU, and each one has one slow speed interface (used to send 
commands to the unit  and to collect housekeeping parameters) and one high speed interface (used to transfer science 
data from the unit to the DPU). 

3.1 Low Speed Interface Failures 
For each command sent through the LSI a series of checks is made to ensure that the command has been executed 
correctly. In the event of failure the command is repeated a set number (LSIMax) of times before a failure is declared. 
 
RespMax is set to zero on initialisation of the autonomy system 
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Low Speed Interface FDIR

The operation of the low-speed interface is checked with every command
sent from the DPU to the DRCU

Is Acknowledge
Field in Response

Word zero?

Exit

SPIRE Action:
LSI Timeout

Response Received?

For each Command

Is Response Word
Echo Correct?

Yes

Yes

OBS: Set Unit LSI Status to ALIVE

No

SPIRE Action:
LSI Cmd Echo Error

No

Yes

SPIRE Action:
LSI Ack Error

No

LS Interface Overflow?

No

VM: Stop VM execution

Yes

Exit

OBS: Issue TM(5,1), EventID=0x050F
'LS Overflow Error' Event Report
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3.1.1 LSI Timeout 

LSI Timeout

A timeout has been generated while waiting for the command Response Word
from a DRCU Unit (DCU, SCU, MCU)

Instrument
MODE = 0?

Yes

No

SPIRE Action:
SAFE

Is Unit
DCU? Yes

Is Unit LSI
Status ALIVE?

OBS: Set DCU LSI Status to SICK

OBS: Issue TM(5,1), EventID=0x0520
'No DCU Response Error' Event Packet

No

Yes Exit

LSI FDIR

No

Is Unit
MCU? Yes

OBS: Set MCU LSI Status to SICK

OBS: Issue TM(5,1), EventID=0x0521
'No MCU Response Error' Event Packet

OBS: Set SCU LSI Status to SICK

OBS: Issue TM(5,1), EventID=0x0522
'No SCU Response Error' Event Packet

No
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3.1.2 LSI Response 

LSI Command Echo Error

An error has been detected in the command Response Word from
a DRCU Unit (DCU, SCU, MCU)

Is Unit LSI
Status
SICK?

Yes

Exit

No

Is Unit LSI
Status ALIVE?

OBS: Set Unit LSI Status to SICK

OBS: IssueTM(5,1), EventID=0x050C
'Subsystem Response Error' Event Packet

OBS: Set Count(Unit) = 1

No

Yes

Count(Unit) =
Max? Yes

No

OBS: Increment  Count(Unit)

OBS: Issue command again

Exit

Exit

Is Unit the
MCU?

SPIRE Action:
SAFE

Exit

VM: Switch OFF MCU

VM: Inhibit commands to the
MCU

No

LSI FDIR

Yes

OBS: Set LSI Status for this Unit to DEAD

OBS: Issue TM(5,4), EventID=TBD
'LSI Dead Error' Event Packet
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3.1.3  LSI Acknowledge 

LSI Acknowledge Error

AN error has been detected in the Acknowledge field of the
command Response Word from a DRCU Unit (DCU, SCU, MCU)

Is Unit LSI
Status
SICK?

No

Is Unit LSI Status
ALIVE? OBS: Set Unit LSI Status to SICK

No

Yes

Count(Unit) =
Max? Yes

No

OBS: Increment  Count(Unit)

OBS: Issue command again

Exit

Exit

LSI FDIR

ACK = 2

ACK = 1?

OBS: Set Count(Unit) =1

OBS: Issue Event Packet
TM(5,1), ID=0x0509

No

OBS: Issue Event Packet
TM(5,1), ID=0x050A

No
OBS: Issue Event Packet
TM(5,1), ID=0x050B

Yes

Yes

Yes

Exit

OBS: Set LSI Status for this Unit to DEAD

OBS: Issue TM(5,4), EventID=TBD
'LSI Dead Error' Event Packet

Is Unit the
MCU?

SPIRE Action:
SAFE

Exit

VM: Switch OFF MCU

VM: Inhibit commands to the MCU

No

Yes
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3.2  High Speed Interface Failures 
The high speed interfaces transfer science data from the DRCU units to the DPU. Data is collected by the DPU into 
FIFO buffers which trigger the DPU to empty them when they are half full. 

3.2.1 HSI Data  

High Speed Interface Data

Reception of Science Data is checked for every command sent to initiate data
frames from a Unit in the DRCU

Exit

For each 'Start Data'
Command

OBS: Set Unit HSI Status to ALIVE

OBS: Issue TM(5,1), EventID = TBD
'Science Data Received' Event Packet

OBS: Set Flag(Unit) = True

Wait 5 (TBC) seconds

OBS: Check for science data
for Unit

Science Data? Yes
Is Unit HSI Status

SICK? Yes

Exit

No

OBS: Set Unit HSI Status to SICK

OBS: Issue TM(5,1), EventID = TBD
'Science Data Reception Error' Event Packet

OBS: Clear FIFO

Exit

Is Unit HSI Status
ALIVE?

Yes

OBS: Set Unit HSI Status to DEAD

OBS: Issue TM(5,1), EventID = TBD
'Science Data Unavailable' Event Packet

Exit

No
No

VM: Inhibit further data requests for this
unit
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3.2.2 HSI Frames 

High Speed Interface Data Frames Check
Correct format of Science Data frames is checked for every data frame

received from a Unit in the DRCU

For each Data Frame

OBS: Set Unit HSI Status to SICK

OBS: Check Frame_ID,
Frame Length and Frame
Checksum

Data Frame Error?

No

Yes
Is Unit HSI Status

ALIVE?
Yes

No

OBS: Set Unit HSI Status to ALIVE

OBS: Issue Event Packet TM(5,1), ID=TBD
'HSI Alive' Event Packet

Exit

Is Unit HSI Status
SICK?

Yes

Exit

No Frame
Length
Error?

Frame_ID
Error?

OBS: Issue TM(5,1), EventID=0x0506
'Frame ID Error' Event Packet

No

OBS: Issue TM(5,1), EventID=0x0507
'Frame Length Error' Event Packet

No
OBS: Issue TM(5,1), EventID=0x0508
'Fame Checksum Error' Event Packet

Yes

Yes

OBS: Generate Transparent
Science Data packets from FIFO
contents

OBS: Reset the Unit's FIFO

Exit

OBS: Set Unit HSI Status to
TRANSPARENT

OBS: Issue TM(5,4), EventID=TBD
'HSI to Transparent' Event Packet

Is Unit HSI Status
TRANSPARENT?

Yes

Exit

No
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4. OBS RUNTIME ERRORS 

4.1 Memory Errors 

OBS Memory error

The OBS checks the availability of memory every time it is
requested

Exit

For each memory
request

OBS: Set Memory Allocation  Status
to AVAILABLE

Request
successful? Yes

No

OBS: Set Memory Allocation Status
to BLOCKED

Is Memory
Allocation Status

AVAILABLE ?
Yes

VM: Stop data generation from the
DRCU (All subsystems)

Exit

No

Exit

DPU FIFO
FULL Error?

DPU POOL
FULL Error?

OBS Issue TM(5,1), EventID=0x050D
'DPU Pool Full Error' Event Packet

No

OBS: Issue  TM(5,1), EventID=0x050E
'DPU FIFO Full Error' Event Packet

No
OBS: Issue  TM(5,1), EventID=0x0505
'Unallocated Block' Event Packet

Yes

Yes

Exit

OBS: Issue  TM(5,4), EventID=TBD
'Memory Blocked' Event Packet
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4.2 Time Sync Error 

Time Sync Error
The TDIFF parameter (indicating the time since the last time synchronisation)

is greater than expected .

VM: Issue TM(5,1), EventID = TBD
'Time Sync Error' Event Report

Exit
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5. S/C INTERFACE 

5.1 Bus Failures 
Detected by the S/C SOFDIR  
 

5.1.1 TC Transmission 

TFL TC Transmission Error

HP-SOFDIR-1553-REQ-0210: The CDMU is unable to send a TC to the
instrument after two attempts

S/C: Disable all telecommands from the
MTL for SPIRE

S/C: Command PDSU to remove power
from SPIRE DRCU

Wait 2 (TBC) seconds

S/C: Command PDSU to remove power
from SPIRE DPU

S/C: Issue TM(5,4), EventID=TBD
'SPIRE Switched OFF' Event Packet

Exit

Shutdown the instrument immediately
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5.1.2 TM Transmission 

S/C: Disable all telecommands from
the MTL for SPIRE

S/C: Stop current VMs (send 4 TCs to
instrument)

Wait 2 (TBC) seconds

S/C: Send TC to instrument to run
VM to switch DRCU to SAFE mode

Wait 5 (TBC) seconds

S/C: Command PDSU to remove
power from SPIRE DRCU

Wait 2 (TBC) seconds

S/C: Command PDSU to remove
power from SPIRE DPU

S/C: Issue TM(5,4), EventID=TBD
'SPIRE Shutdown' Event Packet

TM Transmission Error

HP-SOFDIR-1553-REQ-0280: The CDMU does not receive the
exepected number of TM packets in a given time period

Exit

Shutdown the instrument in a controlled manner
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5.1.3 DLL 

 

DLL Failure

HP-SOFDIR-1553-REQ-0140: The DLL status bits indicate an error
in the DLL protocol

Shutdown the instrument immediately

S/C: Disable all telecommands from the
MTL for SPIRE

S/C: Command PDSU to remove power
from SPIRE DRCU

Wait 2 (TBC) seconds

S/C: Command PDSU to remove power
from SPIRE DPU

S/C: Issue TM(5,4), EventID=TBD
'SPIRE Switched OFF' Event Packet

Exit
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5.2 Spacecraft Commands 

5.2.1 Go to Standby 

Goto Standby

The OBS is requested by the CDMS to put the instrument into
Standby Mode

VM: Stop VM, VM1, VM2

VM:  Disable Peak-up Mode

VM: Stop all Science Data generation

VM: Switch Cooler to Standby Mode

VM: Switch BSM to Hold Mode

VM: Switch SMEC to Standby Mode

VM: Switch off PCAL

VM: Switch off SCAL

VM: Set Standby Housekeeping Data Rate

Exit

OBS: Issue TM(5,4), EventID = TBD
'Commanded to Standby' Event Packet

OBS: Call Autonomy VM to put
instrument in Standby Mode
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6. GENERAL PURPOSE PROCEDURES 
 

6.1 SAFE 

SAFE

The instrument is to be switched to SAFE mode

S/C Action:
DRCU Anomaly

VM: Stop all other VMs

VM:  Disable Peak-up Mode

VM: Stop all Science Data Generation

VM: Switch off Cooler

VM: Switch off PCAL

VM: Switch off SCAL

VM: Switch off MCU

VM: Switch off LIAs

VM: Switch off JFETS

VM: Switch off BIAS voltages

VM: Switch off Thermistors

VM: Set Standby Housekeeping Data Rate

VM:  Issue TM(5,2), EventID = 0xC000
'DRCU Anomaly' Exception Report

Exit
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6.2 DRCU Anomaly 
 

S/C: Command PDSU to remove power
from SPIRE DRCU

S/C: Issue TM(5,4), EventID=TBD
'SPIRE DRCU Switched OFF' Event Packet

DRCU Anomaly

The DPU notifies the CDMU of an anomaly in the DRCU by issuing a TM(5,2)
Exeception Report with EventID= 0xC0000

Exit

Switch off the DRCU
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6.3 DPU Anomaly 
 

DPU Anomaly

The DPU notifies the CDMU of an unrecoverable anomaly in the
DPU by issuing a TM(5,2) Exeception Report with EventID=

0xC0010

Switch OFF the instrument immediately

S/C: Disable all telecommands from the
MTL for SPIRE

S/C: Command PDSU to remove power
from SPIRE DRCU

Wait 2 (TBC) seconds

S/C: Command PDSU to remove power
from SPIRE DPU

S/C: Issue TM(5,4), EventID=TBD
'SPIRE Switched OFF' Event Packet

Exit
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6.4 Operations Anomaly 
 

S/C: Disable all telecommands from the MTL
for SPIRE

S/C: Issue TM(5,4), EventID=TBD
'SPIRE Operations Stopped' Event Packet

Operations Anomaly

The DPU notifies the CDMU of a problem during execution of an
operation by  issuing a TM(5,2) Exeception Report with EventID=

0xC100

Exit

Disable  telecommands to the instrument until further notice
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6.5 Operations Resume 
 

S/C: Re-enable telecommands from the
MTL to the instrument at the start of the
next subschedule

S/C: Issue TM(5,1), EventID=TBD
'SPIRE Operations Resumed' Event Packet

Operations Resume

The DPU notifies the CDMU the the instrument is ready to resume
operations at the next subschedule by  issuing a TM(5,2)

Exeception Report with EventID= 0xC110

Exit

Re-enable  telecommands to the instrument at the start of the next
subschedule

 


